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D-TR1 - Image enhancement toolkit
D-TR1.4(i) Evaluation report

This deliverable comprises three independent software packages which are aiming at specific aspects of image enhancement related to OCR. In the following, each tool is devoted a separate section including evaluation and final results.

1. Binarisation/Colour Reduction Toolkit

1.1. Partner
ABBYY

1.2. Deliverable
D-TR1(a). The toolkit is released on the basis of ABBYY FineReader Engine 10 for Windows.

1.3. Background
The main objective of the binarisation toolkit is to improve recognition quality of documents. Recognition quality can be affected very significantly by uneven page background, the presence of noise in images and other artefacts like bleed-through from the back page.

Some examples of distorted images:

- Figure 1: A page with uneven background
- Figure 2: Bleed-through from the back page
- Figure 3: General noise and bleed-through
To better deal with these issues, a new binarisation algorithm was developed. The previous version worked by collecting various statistics from different parts of an image. Using those statistics the original was converted to a bitonal image. The new version works with clusters of objects in the image. It tries to classify these objects and depending on their type utilises different techniques in their proximity. Here are some (not all) steps that the new version performs:

- The original image is smoothed internally. This allows ignoring fine noise like paper texture and unevenness of background color.
- Edges of the objects in the image are extracted using gradient information. With this technique it became possible to better binarise images with different brightness in different parts.
- Text-detection heuristics: Binarisation works differently on image parts which are assumed to represent text.

The binarisation algorithm comprises two stages. The first one is performed for better segmentation and image quality in general while the second one is executed during the recognition phase affecting the quality of the recognised text. It is only possible to visualise results of the first part since the second one is tightly integrated with the recognizer. The impact of the second stage can be evaluated indirectly by assessing the overall text recognition accuracy.

1.4. Outline of functionality

The Binarisation Toolkit was released as part of ABBYY FineReader Engine 10 SDK. This SDK is a tool that is already used for mass digitization tasks. It is thoroughly documented and contains many samples that demonstrate how to use it on different platforms and with different programming languages.

Here is a brief extract taken from the sample code that goes along with the toolkit:

```c++
// Add image to document
CBstr imageFilePath = L"SampleImages\sample.tif";

CSafePtr<IFRDocument> frDoc;
CheckResult( FREngine->CreateFRDocument( &frDoc ) );
CheckResult( frDoc->AddImageFile( imageFilePath, 0, 0 ) );

// Recognize document internally using binarisation toolkit
CheckResult( frDoc->Process() );

// Get bitonal image
CSafePtr<IFRPages> pages;
CheckResult( pages->get_Pages( &pages ) );
long pageCount;
CheckResult( pages->get_Count( &pageCount ) );
for( int pageIndex = 0; pageIndex < pageCount; pageIndex++ ) {
    CSafePtr<IFRPAGE> page;
    CheckResult( pages->Item( pageIndex, &page ) );

    CSafePtr<IImageDocument> imageDoc;
    CheckResult( page->get_ImageDocument( &imageDoc ) );
    CSafePtr<IImage> bwImage;
```
Since ABBYY uses the same technology base for many different products, the new algorithms developed for the Impact project are already available in Recognition Server 3.0. Some, but not all of them will soon be available in the desktop product, FineReader 12.

For further technical details see the FineReader Engine 10 User's Guide.

1.5. Evaluation

The main purpose of the developed binarisation toolkit was to improve recognition quality. Using visual criteria to measure binarisation quality is in this case not appropriate. Our experience shows that bitonal images that look better to the human eye are not necessarily recognized better than bitonal images obtained from OCR-targeted binarisation. Vice versa, text in images produced by such a specific binarisation process cannot be expected to look perfect to the human eye, but it is usually recognized with a higher degree of accuracy.

The natural way to measure binarisation quality is therefore measuring the recognition quality. Another reason for this evaluation approach is that it is impossible to visualise results of the second binarisation stage which is performed while the engine tries to recognise each part of text many times with different binarisation settings.

Evaluation performed with ground truth data shows that, using the new version 10 of FineReader Engine, 15% less text recognition errors are produced. It has to be noted that this evaluation measures not only improvements in binarisation but also the effects of improvements with regard to the recognition engine (TR3). Nevertheless, binarisation plays a major role in the overall improvement.

![New Binarisation Toolkit vs FR Engine 9](image)

**Figure 4: Recognition error rate – FR Engine 9 vs. FR Engine 10**
However, it is possible to visualise the results of the first binarisation stage. Figure 5 shows some examples of the new global binarisation in comparison to the old (pre-IMPACT) one:

<table>
<thead>
<tr>
<th>Pre-IMPACT FineReader Engine 9</th>
<th>New toolkit / FineReader Engine 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>primum. Deauratum ire.</td>
<td>praevis.</td>
</tr>
<tr>
<td>Previs.</td>
<td></td>
</tr>
<tr>
<td>deaur.</td>
<td>deaur.</td>
</tr>
<tr>
<td>deaur.</td>
<td>deaur.</td>
</tr>
<tr>
<td>perfectum.</td>
<td>Hic deaurandus.</td>
</tr>
<tr>
<td>Less noise on image</td>
<td></td>
</tr>
<tr>
<td>Sin. in günstlicher und geraubter bester Lebenszimmen lange zeit ihreigen / zur Ehe Gottes / zur Fers (und) ihrer aller Vorfahren / einigen Leben Kerna den Fest 1596.</td>
<td>Sin. in günstlicher und geraubter bester Lebenszimmen lange zeit ihreigen / zur Ehe Gottes / zur Fers (und) ihrer aller Vorfahren / einigen Leben Kerna den Fest 1596.</td>
</tr>
<tr>
<td>Anden</td>
<td>Anden</td>
</tr>
<tr>
<td>Less noise on image</td>
<td></td>
</tr>
<tr>
<td>No top shadow</td>
<td>No bleed-through</td>
</tr>
</tbody>
</table>

Figure 5: Visual comparison of binarisation results – FR Engine 9 vs. FR Engine 10
Another evaluation was performed in order to measure the quality of the first binarisation stage only. The main difficulty here is that after each modification in the binarisation algorithm, classifiers that perform character recognition are modified to better work with the current binarisation. In order to obtain more reliable results, the following evaluation scheme was implemented:

![Figure 6: Comparative evaluation approach](image)

Each colour image in a test set was binarised using two methods and thus obtaining two bitonal images. Then, each of these bitonal images was recognized with two recogniser versions. This way, four recognition results were obtained. The results are shown below:

![New Binarisation Toolkit vs FR Engine 9](image)

**Figure 7: Comparative evaluation results**
Concluding, out of 15% improvement in recognition accuracy, about 10% is due to the new global binarisation. Another 5% were achieved by implementing a second binarisation step during the recognition stage and by classifier tuning and improvement.

Address the contribution towards project expectations. Tick the box according to which category your tool falls into:

<table>
<thead>
<tr>
<th></th>
<th>Software tool is fit to be put into productive use and is supported by the necessary installation guides</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Software tool can be made available in a productive environment with further development which is clearly defined</td>
</tr>
<tr>
<td></td>
<td>Software tool demonstrates potential functionality and is available in a publicly accessible environment</td>
</tr>
<tr>
<td></td>
<td>Report of findings of research available (for experimental tools only)</td>
</tr>
</tbody>
</table>

1.6. License and IPR protection

ABBYY is not going to patent any work which is done within IMPACT project. All parts of the toolkit will be available as part of the FineReader Engine product line. Licensing of the toolkit is the same as actual licensing of FineReader Engine.
2. Noise and Artefacts Removal Toolkit

2.1. Partner
NCSR

2.2. Deliverable
D-TR1(b). Border Removal Toolkit

2.3. Background
Document images are usually scanned pages from books, periodicals or newspapers. Approaches proposed for document segmentation and character recognition usually consider ideal scanned images without noise. However, there are many factors that may generate imperfect document images. When a page of a book is scanned, text from an adjacent page may also be captured into the current page image (see Figure 8). These unwanted regions are called “noisy text regions”. Additionally, whenever a scanned page does not completely cover the scanner setup image size, there will usually be black borders in the image (see Figure 8). These unwanted regions are called “noisy black borders”. All these problems influence the performance of segmentation and recognition processes. Since the page segmentation algorithms report noisy text regions as text-zones, the OCR accuracy decreases in the presence of noisy regions, because the OCR system usually outputs several extra characters in these regions. The goal of border detection is to find the text region, ignoring the noisy text and black borders.

Figure 8: Example of an image with noisy black border, noisy text region and text region.

Methodologies in the literature
The most common approach to eliminate marginal noise is to perform document cleaning by filtering out connected components based on their size and aspect ratio [1],[2]. However, when characters from the adjacent page are also present, they usually cannot be filtered out using these features alone. There are only few techniques in the bibliography for page borders detection.

Le and Thoma [3] propose a method for border removal which is based on classification of blank, textual and non-textual rows and columns, location of border objects, and an analysis of projection profiles and crossing counts of
textual squares. Their approach uses several heuristics and it is also based on the assumption that the page borders are very close to edges of images and borders are separated from image contents by a white space. However, this assumption is often violated.

Fan et al. [4] propose a method for removing noisy black regions overlapping the text region, but do not consider noisy text regions. They propose a scheme to remove the black borders of scanned documents by reducing the resolution of the document image. This approach consists of two steps, marginal noise detection and marginal noise deletion. The block diagram is illustrated in Figure 9. Marginal noise detection consists of three steps: (i) resolution reduction, (ii) block splitting, and (iii) block identification. The flowchart of marginal noise detection is shown in Figure 10. Marginal noise detection makes the textual part of the document disappear leaving only blocks to be classified either as images or borders by a threshold filter. Marginal noise has to be deleted after it has been detected. The deletion process should be performed on the original image instead of the reduced image. The block classification is used to segment the original image, removing the noisy black borders.

![Block diagram of Fan et al. method [4].](image1)

![Flowchart of marginal noise detection.](image2)

Avila et al. [5] propose the invading and non-invading border algorithms which work as “flood–fill” algorithms. The invading algorithm assumes that the noisy black border does not invade the black areas of the document. It moves outside the noisy surrounding borders towards the document. In the case that the document text region is merged to noisy black borders the whole area, including the part of text region is flooded and removed. Contrarily, the non-invading border algorithm assumes that noisy black borders merge with document information. In order to restrain flooding in the whole connected area it takes into account two parameters related to the nature of the documents. These parameters are the maximum size of a segment belonging to a document and the maximum distance between lines.
Also, Avila et al. [6] propose an algorithm based on “flood-fill” component labelling and region adjacency graphs for removing noisy black borders in monochromatic images. The proposed algorithm encompasses five steps: (i) flooding, (ii) segmentation, (iii) component labelling, (iv) region adjacency graph generation and (v) noise border removal.

**Commercial products**

Border removal functionality can be found in the following commercial products:

- Book Restorer (i2S) ([http://www.i2s-bookscanner.com/](http://www.i2s-bookscanner.com/)) (image restoration software – see Figure 11)
- WiseBook (CSoft) ([http://www.csoft.com/products/wisebook/](http://www.csoft.com/products/wisebook/)) (book scanning software – see Figure 12)
- ScanFix (accusoft pegasus) ([http://www.accusoft.com/scanfix.htm](http://www.accusoft.com/scanfix.htm)) (image cleanup SDK)

![Figure 11: Book Restorer (i2S) - Image restoration software](image1)

![Figure 12: WiseBook (CSoft) - Book scanning software](image2)
2.4. Outline of functionality

Our methodology detects and removes noisy black borders as well as noisy text regions. It is based on projection profiles combined with a connected component labelling process. Signal cross-correlation is also used in order to verify the detected noisy text areas. First, we detect and remove noisy black borders (vertical and horizontal) of the image. Our aim is to calculate the limits of text regions (XB1, XB2, YB1 and YB2) (see Figure 13). The flowchart for noisy black borders detection and removal is shown in Figure 13: The limits of text regions. In order to achieve this, we first proceed to an image smoothing, then calculate the starting and ending offsets of borders and text regions and then calculate the borders limits. The final clean image without the noisy black borders is calculated by using the connected components of the image. The main modules of the proposed technique are as follows:

**RLSA**: Horizontal and vertical smoothing with the use of the Run Length Smoothing Algorithm (RLSA). RLSA examines the white runs existing in the horizontal and vertical direction. For each direction, white runs with length less than a threshold are eliminated. The empirical value of horizontal and vertical length threshold is 4 pixels.

**CCL (Connected Component Labeling)**: Calculate the connected components of the image.

**Vertical Histogram**: Calculate vertical histogram of the image, which is the sum of black pixels in each column.

**Detect left limits**: Detect vertical noisy black borders \((x_{l1}, x_{l2})\) in the left side of the image using the vertical histogram (see Figure 15).

---

**Figure 13**: The limits of text regions.  
**Figure 14**: Flowchart for noisy black borders detection and removal.
Figure 15: Projections of an image and left limits detection.

**Calculate XB1**: Calculate left limit (XB1) of text regions (see Figure 13) as follows:

\[
XB1 = \begin{cases} 
0 & \text{if } x_0 = -1 \\
\frac{x_0 + (x_1 - x_0)}{2} & \text{if } x_0 = -1 \\
\frac{x_0 + (x_2 - x_0)}{2} & \text{if } x_0 \neq -1 
\end{cases}
\]  

(1)

A similar process is applied in order to detect the vertical noisy black border of the right side of the image as well as the right limit XB2 of text regions.

**Horizontal Histogram**: Calculate horizontal histogram which is the sum of black pixels in each row at XB1 and XB2 limits.

A similar process as for the vertical noisy black borders is applied in order to detect the horizontal noisy black borders as well as the upper (YB1) and bottom (YB2) limits of text regions.

**Remove Noisy Black Borders**: All black pixels that belong in a connected component which includes at least one pixel that is out of limits are transformed in white.

Once the noisy black borders have been removed, we proceed to detect noisy text regions of the image. Our aim is to calculate the limits of the text region (XT1 and XT2) (see Figure 16). The flowchart for noisy text regions detection and removal is shown in Figure 16: The limits of the text region. Figure 17. We first proceed to an image smoothing in order to connect all pixels that belong to the same line. Then, we calculate the vertical histogram in order to detect text zones. Finally, we detect noisy text regions with the help of the signal cross-correlation function. The main modules of the proposed technique are described in detail as follows.

**Average Character Height**: The average character height (LettH) for the document image is calculated.
**RLSA:** Horizontal and vertical smoothing with the use of the Run Length Smoothing Algorithm (RLSA) by using dynamic parameters which depend on average character height. Our aim is to connect all pixels that belong to the same line.

**CCL (Connected Component Labeling):** Calculate the connected components of the image.

**Vertical Histogram:** Calculate vertical histogram of the image.

**Calculate Number of regions:** We detect the regions which are split by a blank area using the vertical histogram and also have a width greater than \( \frac{I_x}{3} \) (\( I_x \) denotes the image width). Let us suppose that two regions have been found and let \( x_{t_0}, x_{t_1} \) and \( x_{t_2}, x_{t_3} \) denote the regions' limits, as shown in Figure 18.

**Figure 18:** Projections of the image and text regions detection.

**Two regions-Calculate Limits:** We examine if one of these regions is a noisy text region using the signal cross-correlation. If the signal cross-correlation is greater than 0.5 we remove the region as a noisy text region. If both regions have a signal cross-correlation greater than 0.5 we remove the region which has the greater value.

**One region-Calculate Limits:** We examine if the noisy text region and the text region are very close to each other without leaving a blank line between them. If the width of the region is less than 70% of the image width we consider that we do not have a noisy text region. Otherwise, we divide it into eight regions and calculate the signal cross-correlation for each region.

**No region-Calculate Limits:** In this case, the text region consists of two or more columns and we try to locate and separate them from the noise text regions using the signal cross-correlation.

**Remove Noisy Text Region:** All black pixels that belong in a connected component which does not include at least one pixel in the limits are transformed in white.

The new version of the border removal toolkit, except border removal process, also detects the optimal page frames of double page document images and splits the image into the two pages as well as removes noisy borders. Page split methodology consists of three distinct steps. At a first step, a pre-processing which includes noise removal and image smoothing is applied. At a next step, the vertical zones of the two pages are detected. Finally, the frame of both pages is detected after calculating the horizontal zones for each page.

In order to detect the vertical zones we focus on the white pixels of the image and introduce the vertical white run projections \( HV() \) which have been proved efficient for detecting vertical zones of text areas. The motivation for
proposing these projections is the need to stress the existence of long vertical white runs in the image. The vertical white run projections $HV()$ are defined as follows:

$$HV(x) = \frac{\sum_{j1}^{wv} (y_{j2} - y_{j1})^2}{(1 - 2 * a) * l_y}$$

(2)

where $wv$ is the number of white runs $(i,y_1)-(i,y_2)$ for row $x=i$ in the range of $y=a*l_y$ to $(1-a)*l_y$. $l_y$ denotes the image height and $HV(x) \in [0... (1-2*a)*l_y]$. An example of the vertical white run projections compared to classical vertical white pixel projections is given in Figure 19. In this figure it is demonstrated that using white run projections we can better discriminate text from non-text vertical zones. We can safely consider that if $HV(x)<(1-2*a)/2$ then the corresponding image column may contain page information. Also, if we have consecutive $n$ image columns that satisfy this equation with $n>b*l_y$, then a vertical page zone is detected. Although detecting two vertical page zones is the most common case, we examine all the cases where more than two, just one or no vertical page zones are detected.

Figure 19: (a) Binary image (b) vertical white pixel projections and (c) vertical white run projections.

Once the vertical page zones have been detected, a similar process is applied in order to detect the horizontal page zones.

Examples of the developed border removal and page split methodology are given in Figure 20 and Figure 21, respectively.

The final version of the border removal toolkit (v.4) was delivered in the form of a console application for Windows:
If the first parameter is 0 then border removal is applied otherwise border removal and page split are applied. Performance enhancements have been added to the current version and also it has been tested on over 40000 images. Moreover, this version is able to process binary, grayscale or colour images.

![Figure 20: Border removal examples; (a),(c) original images; (b),(d) images after border removal.](image-url)
2.5. Evaluation

For the evaluation of the developed border removal algorithm we manually mark the correct text region in the original b/w images in order to create the ground truth set (see Figure 22(a)). The performance evaluation is based on a pixel based approach and counts the pixels at the correct text region and the result image after border removal (see Figure 22(b)). Let \( G \) be the set of all pixels inside the correct text region in ground truth, \( R \) the set of all pixels inside the result image and \( T(s) \) a function that counts the elements of set \( s \). We calculate the precision and recall as follows:

\[
\text{Precision} = \frac{T(G \cap R)}{T(R)} \tag{3}
\]

\[
\text{Recall} = \frac{T(G \cap R)}{T(G)} \tag{4}
\]

In our example (see Figure 22) Precision is 100% because all the black borders have been removed and Recall is 94% because text which belongs to the correct text region has been cropped.

Figure 21: Page split examples; (a),(c) original images; (b),(d) images after page frame detection.

Figure 22: (a) Marked text region (ground truth); (b) result after borders removal
Concerning the border removal algorithm, we used a set of 38718 (SET-A) randomly selected historical images, which contains both images with noisy black border and images without noisy borders. For the sake of clarity, we also present the evaluation results using only the images with noisy black border (SET-B). For comparison purposes, we applied at the same set the state-of-the art method [3] (D.X. Le) as well as the commercial products ScanFix, BookRestorer and WiseBook. Table 1 and
Table 2 illustrate the average precision, recall and FM of all methods. As it can be observed,

- The proposed border removal method outperforms all the others methods and achieves FM= 98.93% for SET-A and FM= 98.54% for SET-B.
- Best state-of-the-art methodology found to be the D.X Le method which achieves FM= 97.30% for SET-A and FM= 95.62% for SET-B.

<table>
<thead>
<tr>
<th>Table 1: Border Removal - Evaluation results using SET-A</th>
</tr>
</thead>
<tbody>
<tr>
<td>#images</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>IMPACT</td>
</tr>
<tr>
<td>Prec (%)</td>
</tr>
<tr>
<td>Rec (%)</td>
</tr>
<tr>
<td>FM (%)</td>
</tr>
<tr>
<td>D.X Le</td>
</tr>
<tr>
<td>Prec (%)</td>
</tr>
<tr>
<td>Rec (%)</td>
</tr>
<tr>
<td>FM (%)</td>
</tr>
<tr>
<td>BookRestorer</td>
</tr>
<tr>
<td>Prec (%)</td>
</tr>
<tr>
<td>Rec (%)</td>
</tr>
<tr>
<td>FM (%)</td>
</tr>
<tr>
<td>WiseBook</td>
</tr>
<tr>
<td>Prec (%)</td>
</tr>
<tr>
<td>Rec (%)</td>
</tr>
<tr>
<td>FM (%)</td>
</tr>
<tr>
<td>ScanFix</td>
</tr>
<tr>
<td>Prec (%)</td>
</tr>
</tbody>
</table>
Concerning page split algorithm, we used a set of 3467 double page historical images. Table 3 illustrates the average precision, recall and FM of the developed page split methodology. As it can be observed, it achieves FM=95.09%.

Table 3: Page Split - Evaluation results

<table>
<thead>
<tr>
<th></th>
<th>BL</th>
<th>BNF</th>
<th>BSB</th>
<th>JSI</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>#images</td>
<td>2171</td>
<td>458</td>
<td>305</td>
<td>533</td>
<td>3467</td>
</tr>
<tr>
<td>IMPACT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prec (%)</td>
<td>92.11</td>
<td>98.97</td>
<td>94.36</td>
<td>84.47</td>
<td>92.04</td>
</tr>
<tr>
<td>Rec (%)</td>
<td>98.15</td>
<td>98.99</td>
<td>99.57</td>
<td>97.90</td>
<td>98.35</td>
</tr>
<tr>
<td>FM (%)</td>
<td>95.03</td>
<td>98.98</td>
<td>96.89</td>
<td>90.69</td>
<td>95.09</td>
</tr>
</tbody>
</table>
Address the contribution towards project expectations. Tick the box according to which category your tool falls into:

<table>
<thead>
<tr>
<th></th>
<th>Software tool is fit to be put into productive use and is supported by the necessary installation guides</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Software tool can be made available in a productive environment with further development which is clearly defined</td>
</tr>
<tr>
<td></td>
<td>Software tool demonstrates potential functionality and is available in a publicly accessible environment</td>
</tr>
<tr>
<td></td>
<td>Report of findings of research available (for experimental tools only)</td>
</tr>
</tbody>
</table>

2.6. License and IPR protection

This part of work is owned by the National Centre for Scientific Research “Demokritos”, Greece (NCSR). After the project ends, individual licensing agreements for commercial and non-commercial use will be required.

2.7. References


3. Geometrical Defect Correction Toolkit

3.1. Partner
NCSR

3.2. Deliverable
D-TR1(c). Document Image Dewarping Toolkit

3.3. Background
Document image acquisition by a flatbed scanner or a digital camera often results in several unavoidable image distortions (see Figure 23) due to the form of printed material (e.g. bound volumes), the camera setup or environmental conditions (e.g. humidity that causes page shrinking). Text distortions not only reduce document readability but also affect the performance of subsequent processing such as document layout analysis and optical character recognition.

![Figure 23: Example of document image captured by a flatbed scanner.](image)

**Existing methodologies in the literature**
Over the last decade, many different techniques have been proposed for document image rectification [1] and they can be classified into two main categories based on (i) 3D document shape reconstruction [2-9] and (ii) 2D document image processing [10-22]. Techniques of the former category obtain the 3D information of the document image using special setup or reconstruct the 3D model from information existing in document images. On the other hand, techniques in the latter category do not depend on auxiliary hardware or prior information but they only rely on 2D information.

Rectification techniques based on 3D document shape reconstruction rely upon extraction of the 3D information of the document and they can be further divided into two subcategories. Techniques of the first subcategory obtain the 3D shape of the document image using special equipment such as laser scanners [2], stereo cameras [3, 4], or structured light setups [5]. The dependence on special equipment prevents these techniques from being used in an...
unconstrained environment. On the other hand, techniques of the second subcategory reconstruct the 3D model from information existing in document images. Cao et al. [6] propose a method to rectify warping distortions in document images by constructing a cylinder model and use the skeleton of horizontal text lines to help estimate the model parameters. Apart from the cylinder shape assumption, they also have a limitation on the pose that requires the image plane to be parallel to the generatrix of the page cylinder. Liang et al. [7] model the page surface by curved developable surfaces to estimate the 3D shape of the page using texture flow fields. This method is based on the assumptions that the document is either flat or smoothly curved and the camera is a standard pinhole camera in which the x-to-y sampling ratio is one and the principal point is located at the image centre. Finally, Tan et al. [8] and L. Zhang et al. [9] are based on a shape-from-shading formulation in order to reconstruct the 3D shape of the document's surface. These techniques require knowledge of lighting which in most of the cases is unknown.

Rectification techniques based on 2D document image processing rely on the use of 2D information available in document images. The majority of these rectification techniques are based on the detection of distorted text lines at the original document image which is a well-known hard task. Some of these techniques propose a method to straighten distorted text lines by fitting a model to each text line. Lavialle et al. [10] use an active contour network based on an analytical model with cubic B-splines that have been proved more accurate than Bezier curves. They propose an automation of the initialization by using an approach based on a particle system which is restricted to be very close to the desired solution. Furthermore, this approach is not efficient in the case of inhomogeneous line spacing. Wu and Agam [11] have built a mesh of the warped image using a non-linear curve for each text line. The curves are fitted to text lines by tracking the character boxes in the text lines. This method is based on several heuristics, while it requires that the user should interactively specify the four corner points of the warped image which is not practical and cannot handle non-uniform columns in the target mesh either. In [12], L. Zhang and Tan rely on a Gordon surface model constructed from the text lines. The text lines are represented using natural cubic splines interpolating a set of points extracted from connected component analysis. They assume that the book spine is found along iso-parametric lines. Ezaki et al. [13] use cubic splines not only to model the distorted text lines but also the space between them. For more accurate results, a vertical division of a document image into some partial document images is applied. This method uses complex computations and also the line-warping model is not so accurate. Finally, Mischke and Luther [14] detect the distorted text lines using the centroid of each connected component’s bounding box. Each distorted text line is polynomially approximated and a dense source mesh is constructed. The rectified image is created by applying a classical bilinear transformation. They require a pre-processing step to correct the skew of the warped document and confine the restoration to a fixed type of warping, making it hard to generalize.

There are also rectification techniques that rely on text line detection and emphasize on baseline finding. Ulges et al. [15] rely on a priori layout information and apply a line-by-line dewarping of the observed paper surface. They estimate quadrilateral cell for each letter based on local baselines finding and then map to a rectangle of corrected size and position in the dewarped image. Their method is not generic since it is based on the assumption that the original page contains only straight lines that are approximately equally spaced and sized and spacing between words is not large. Lu et al. [16] restore the document by dividing images into multiple quadrilateral patches where text is considered to lie on a planar surface. Document partitioning is implemented through the exploitation of the vertical stroke boundaries (VSBs) and text baselines. This method is based on several heuristics and is limited on
documents printed in Latin-based languages. In [17], Schneider et al. use local orientation features extracted by text line baselines to interpolate a vector field from which a warping mesh is derived. The image is corrected by approximating the non-linear distortions with multiple linear projections. A drawback of this approach is that it is hard to define such characteristic points of transitions so that stable approximation of baselines is achieved. Bukhari et al. [18] after detecting text lines determine their upper and lower baselines using ridges based coupled-snakes model. Then, distortions are removed by mapping characters over each curled baseline pair (upper and lower) to its corresponding straight baseline pair. This method is sensitive to large and variety distortions, especially among the same text line. Finally, Fu et al. [19] and Y. Zhang et al. [20] are based on text line detection in order to extract distortion parameters of the document images. Fu et al. assume that the image surface is a cylinder and generate a transformation to flatten the document image. Image surface extraction is based on text line detection. Main disadvantage of this method is that it requires complex computation and therefore is time-consuming, while the assumption that a single cylinder fits to a deformed page is not generic. Y. Zhang et al. take a rough text line and character segmentation to estimate the warping direction. Then, a mapping between the original image and the restored image is determined with several pairs of key points while a Thin-Plate Splines (TPS) interpolation is used to restore the image. Text line and character segmentation using projections at the original warped document can cause many segmentation errors.

Finally, some rectification techniques do not rely on the detection of distorted text lines but they aim to find spatial transformations between the warped and dewarped document images by analyzing the 2D content such as document boundaries or known reference points. Brown and Tsoi [21] propose an approach that uses document boundary interpolation to correct geometric distortions and shading artifacts present in images of art-like materials. They use a physical pattern to guide the uniform parameterization, so it is limited to some specific document distortions. Masalovitch and Mestetskiy [22] propose a method for document dewarping using a continuous skeletal image representation. Long continuous branches, which define spaces between text lines of the document, are approximated by cubic Bezier curves in order to find a specific deformation of each space and then a whole approximation of the document is built. This method is sensitive to the approximation of vertical borders deformation in text blocks, which diminish accuracy.

Commercial products
A reliable commercial image restoration tool that provides a document image dewarping functionality is the BookRestorer software [23].

3.4. Outline of functionality
The developed rectification methodology uses only 2D information from document images without any dependence on auxiliary hardware or prior knowledge. The flowchart of the developed rectification methodology is shown in Figure 24. The majority of the state of the art techniques [10-20] are based on text line detection at the original distorted document images which is a well-known hard-task. For this purpose, the developed methodology adopts a two step coarse-to-fine rectification strategy. In the coarse rectification step only some specific points are required to model the curved surface projection and therefore potential erroneous detection results do not seriously affect the projection. Next, in the fine rectification step, text line detection is applied at the coarse rectified image, thus having improved initial conditions that can lead to successful detection results. Furthermore, in contrast to state of the art
techniques [12], [13], [14], [19], and [21], which are based on specific patterns or camera setup parameters making them hard to generalize, or use complex computations, the proposed methodology is accomplished with the aid of a computationally low cost transformation which is not based on specific model primitives or camera setup parameters, so it is rendered more generic. Although the developed rectification methodology requires that the text content of the document image should be justified and it should not contain cursive handwritten text in order to be able to detect the words, it is independent of document language and it can deal with documents which contain inhomogeneous text line spacing as well as non-text content like pictures, graphs, etc.

Figure 24: Flowchart of the developed rectification methodology.

Coarse Rectification

In this step, we apply a computationally low cost transformation which addresses the projection of a curved surface to a 2D rectangular area in order to achieve a coarse rectification of the document image. Compared with state of the art techniques [12], [19], and [21], which also use boundaries to delimit the required dewarping, our approach does not use any physical pattern or global model (e.g. cylinder) for the distortion of the document image. Methods [12] and [21] use particular types of interpolation based on Gordon surface model [24] and bi-linearly blended Coons [25], respectively. In our method, we create a correspondence between the points of the two curved line segments and the top and bottom area, upon which the mapping from the projection of a surface to a rectangle is applied. Our primary aim is to restore the large distortions of the document image, so that a rough rectification should be achieved. The rectified outcome will be given as an input in a next step (fine rectification) in order to restore all local distortions of the document image and achieve an optimal rectification of the document image.

Word and text line detection has been applied at the original distorted documents before the coarse rectification step, so there may be some detection errors, especially when the distortions are relatively large. However, at this stage, we do not care whether the text line detection is accurate, since we just need some specific points in order to model
the curved surface projection on the plane and we won’t use each detected text line to correct the distortions of the document. Once the text lines have been detected, we proceed in modelling the projection of the curved surface. We consider that the projected result is delimited by the two curved lines which fit the top and bottom text lines along with the two straight lines which fit the left and right text boundaries. Let \( A(x_1, y_1) \), \( B(x_2, y_2) \), \( C(x_3, y_3) \) and \( D(x_4, y_4) \) denote the dominant corner points of the projection of the curved surface (see Fig. 2).

First, the straight lines \( AD \) and \( BC \) which correspond to the left and right text boundaries are estimated. For this purpose, the start and end points of each text line are detected and the short text lines are excluded using the average length of text lines. Our aim is to retain the most representative text boundaries of the document and eliminate the short text lines such as titles, marginal text, math types, etc., thus we have a better estimation of the straight lines \( AD \) and \( BC \) (see Figure 25).

Next, we estimate the curved lines \( AB \) and \( DC \) which correspond to the top and bottom text lines. In order to select appropriate text lines of the document with representative deformation we select the top and bottom text lines which take part in the calculation of the straight lines \( AD \) and \( BC \) (see Figure 25). Using the upper and bottom points, respectively, of the selected text lines the coefficients of 3\(^{rd}\) degree polynomial are calculated.

Figure 25: Example of modelling the curved surface projection on the plane.

After modelling the projection of the curved surface on the plane delimited by the curved line segments \( AB \) and \( DC \) and the straight line segments \( AD \) and \( BC \), our goal is to generate a transformation that maps it to a 2D rectangular area. Let \( A(x_1, y_1) \), \( B(x_2, y_2) \), \( C(x_3, y_3) \) and \( D(x_4, y_4) \) denote the corner points of the rectangular area (see Figure 26). Also, let \(|AB|\) and \(|AB|\) represent the arc length and the Euclidean distance between points \( A \) and \( B \). The distinct steps we follow are as follows:

**Step 1:** Allocate the rectangular area \( A'B'C'D' \). The width \( W \) and the height \( H \) of it are calculated as follows:

\[
W = \min(|AB|, |DC|) \quad \text{and} \quad H = \min(|AD|, |BC|)
\]
Step 2: Create a correspondence between the points of curved line segments \( AB \) and \( DC \), expressed by a function \( F \) defined as follows: 
\[
F(x', y') = G(x, y), \quad \text{if } \left| \frac{AE}{AB} \right| = \left| \frac{DG}{DC} \right|
\]
where \( E(x, y) \) represent a point on curved line segment \( AB \) and \( G(x, y) \) represent a point on curved line segment \( DC \).

Step 3: Let \( O(x, y) \) represent a point in the projection of the curved surface which belongs to the line \( EG \). We calculate the new position \( O'(x', y') \) of \( O(x, y) \) in the rectangular area as follows (see Figure 26):
\[
x' = x' + |A'Z| \quad \text{and} \quad y' = y' + |A'H|,
\]
where \( H \) is point \( H(x'_1, y'_1) \), and \( Z \) is point \( Z(x'_1, y'_1) \) and \( |A'Z| \), \( |A'H| \) are calculated as follows:
\[
\left| \frac{AB}{AE} \right| = \frac{W}{|A'Z|} \quad \Rightarrow \quad |A'Z| = \left| \frac{AB}{AE} \right| \quad \text{and} \quad \left| \frac{EG}{EO} \right| = \frac{H}{|A'H|} \quad \Rightarrow \quad |A'H| = \left| \frac{H}{EG} \right| EO
\]

Consequently, we repeat Step 3 for all points which are inside the projection area of the curved surface.

Step 4: Finally, all the points which are out of the projection area if the curved surface inherit the transformation of the nearest point.

Figure 26: Coarse Rectification: Transformation model: \( W = \frac{|AB|}{|AE|} \quad \text{and} \quad A(x'_1, y'_1) = A(x_1, y_1) \).

An example of the coarse rectification step is depicted in Figure 27. As we can observe, the coarse rectification step restores the large distortions of document images and achieves a rough restoration of them. Furthermore, the vertical alignment of the documents is corrected.
Fine rectification

The second step aims to restore all local distortions of the image, which were not corrected by the first step. At first, we remove the non-text components and then, text line and word detection are applied at the resulting dewarped image after the coarse dewarping stage, thus having very high probability for successful results. All words are detected using a proper image smoothing. Following that, horizontally neighboring words are consecutively linked in order to detect text lines.

Once the words have been detected, we detect the lower and upper baselines which delimit the main body of the words. Several times, words suffer from distortions, so the appropriate baseline cannot be estimated (see Figure 28a). Consequently, only the rotation and translation of the words at the next step would not be enough in order to restore them (see Figure 28c). For this reason, we iteratively split the word (see Figure 28b) and process each part of it independently (see Figure 28d).

Next, all words are rotated and translated in order to obtain the final rectified image (see Figure 29). First, every word is rotated according to the word’s baseline slope. Then, all the words of every text line, except the leftmost are vertically translated in order to restore horizontal alignment. Finally, we add all the components which have been removed as non-text components. In order to achieve this, every pixel inherits the transformation factors of the nearest pixel. Then, we apply a transformation in each component that uses as factors the mean factors of its
constituent pixels. An example of coarse and fine document image rectification using the developed methodology is given in Figure 30 while more examples are given in Figure 31. The proposed methodology encounters difficulties when processing a more than one column document or a newspaper as well as when word segmentation fails due to dense layout.

![Image](a) coarse rectified document image; (b) words baseline estimation; (c) rotation of the words; (d) translation of the words.

Figure 29: Example of final rectification; (a) coarse rectified document image; (b) words baseline estimation; (c) rotation of the words; (d) translation of the words.

The final version of the border removal toolkit (v.4) was delivered in the form of a console application for Windows:

```
Page_Curl_Correction_v4 [0/1] [in] [out]
```

If the first parameter is 1 then only coarse rectification is applied otherwise coarse and fine rectification are applied. The new version incorporates a new method for the word baseline fitting and it also rectifies the distortion of individual words using baseline estimation. Finally, this version is able to process binary, grayscale or colour images. However, if the image is not binary only the coarse rectification will be applied.
Figure 30: Dewarping example; (a) original image; (b) coarse rectified image; (c) fine rectified image.

Figure 31: Page curl correction examples; (a),(c) original images; (b),(d) rectified images.
3.5. Evaluation

In order to measure the performance of the developed dewarping technique for historical documents we used the evaluation methodology we have proposed in [26]. This methodology avoids the dependence on an OCR engine or human interference. It is based on a point-to-point matching procedure using Scale Invariant Feature Transform (SIFT) [27] as well as the use of cubic polynomial curves for the calculation of a comprehensive measure which reflects the entire performance of a rectification technique in a concise quantitative manner. First, the user manually mark specific points on the distorted document image which correspond to \( N \) appropriate text lines of the document with representative deformation which must be corrected by a rectification technique. Then, using SIFT transform, the marked points of the distorted document image are matched to the corresponding points of rectified document image. Finally, the cubic polynomial curves which fit to these points are estimated and are taken into account in the evaluation measure \( DW \):

\[
DW = \frac{\sum_{j=1}^{N} DW_j}{N} \times 100\%
\]

(4)

where \( DW_j \) is the measure which reflects the performance of the rectification technique with respect to the \( j^{th} \) selected text line and it is defined as follows:

\[
DW_j = \begin{cases} 
1 - \frac{A_{rj}}{A_{ij}}, & \text{if } \frac{A_{rj}}{A_{ij}} < 1 \\
0, & \text{otherwise}
\end{cases}
\]

(5)

where \( A_{rj} \) and \( A_{ij} \) represent the integral of each cubic polynomial curve in distorted and rectified document images, over an interval delimited by the curve endpoints. Therefore, \( DW_j \) equals to one when the \( j^{th} \) selected text line in the rectified document image is a horizontal straight text line that is the expected optimal result. It shows that the rectification technique produces the best result. On the other hand, \( DW_j \) equals to zero when the rectified document image is equal to or worse than the original image. Therefore, \( DW \) ranges in the interval \([0,\ldots,100]\) and the higher the value of \( DW \), the better is the performance of the rectification technique.

For our experiments, we used 420 randomly selected images of historical documents (see Figure 33) and compared our results with those of the commercial product BookRestorer [29] (see Figure 34 and Figure 35). First, we manually marked six text lines (\( N=6 \)) with representative deformation instances at each document image and then we extracted the \( DW \) measure for all rectification methods. The overall results are represented in the graph of Figure 32. As it can be observed, the proposed rectification method outperforms all the others methods. More specifically, it is recorded that it performs 7% better than BookRestorer.
**Figure 32: Evaluation results.**

![Evaluation results graph](image)

**Figure 33: Example image of the evaluation set.**

![Example image](image)
Figure 34: Rectification results using (a) the IMPACT dewarping toolkit, (b) the commercial product BookRestorer.

Figure 35: Rectification results using (a) the IMPACT dewarping toolkit, (b) the commercial product BookRestorer.
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